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BACKGROUND
- Incisional hernia (IH) is a common complication after liver transplantation (LT).
- LT patients face increased risk due to large incisions, immunosuppression and 

specific comorbidities.
- IH significantly impacts quality of life and creates health/financial burdens.
- Accurate IH risk prediction is essential to guide preventive strategies and 

improve outcomes.
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METHODES
Study Design: 
• Retrospective cohort (2010-2019)
• 308 LT patients
Outcome: 
Incisional hernia requiring repair 
( 17.9% incidence)

 

Analysis:
1. External validation of Penn Hernia Risk Calculator
2. Development of LT-specific logistic regression model
3. Comparison with 10 machine learning methods

 
RESULTS

CONCLUSION
- Penn models do not adequately account for LT-specific risk factors, leading to poor 

calibration and discrimination.
- Revised logistic regression model offers the best overall balance between sensitivity, 

specificity, and calibration.
- Machine learning models, though promising, require refinement for clinical utility.


